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Abstract 

Background:  Cotton diceases seriously affect the yield and quality of cotton. The type of pest or disease suffered by 
cotton can be determined by the disease spots on the cotton leaves. This paper presents a few-shot learning frame-
work that can be used for cotton leaf disease spot classification task. This can be used in preventing and controlling 
cotton diseases timely. First, disease spots on cotton leaf’s disease images are segmented by different methods, com-
pared by using support vector machine (SVM) method and threshold segmentation, and discussed the suitable one. 
Then, with segmented disease spot images as input, a disease spot dataset is established, and the cotton leaf disease 
spots were classified using a classical convolutional neural network classifier, the structure and framework of convo-
lutional neural network had been designed. At last, the features of two different images are extracted by a parallel 
two-way convolutional neural network with weight sharing. Then, the network uses a loss function to learn the metric 
space, in which similar leaf samples are close to each other and different leaf samples are far away from each other. 
In summary, this work can be regarded as a significang reference and the benchmark comparison for the follow-up 
studies of few-shot learning tasks in the agricultural field.

Results:  To achieve the classification of cotton leaf spots by small sample learning, a metric-based learning method 
was developed to extract cotton leaf spot features and classify the sick leaves. The threshold segmentation and SVM 
were compared in the extracting of leaf spot. The results showed that both of these two method can extract the leaf 
spot in a good performance, SVM expented more time, but the leaf spot which extracted from SVM was much more 
suitable for classifying, thus SVM method can retain much more information of leaf spot, such as color, shape, textures, 
ect, which can help classficating the leaf spot. In the process of leaf spot classification, the two-way parallel convolu-
tional neural network was established for building the leaf spot feature extractor, and feature classifier is constructed. 
After establishing the metric space, KNN was used as the spot classifier, and for the construction of convolutional 
neural networks, commonly used models were selected for comparison, and a spatial structure optimizer (SSO) is 
introduced for local optimization of the model, include Vgg, DesenNet, and ResNet. Experimentally, it is demonstrated 
that the classification accuracy of DenseNet is the highest, compared to the other two networks, and the classification 
accuracy of S-DenseNet is 7.7% higher then DenseNet on average for different number of steps.

Conclusions:  As the step increasing, the accuracy of DesenNet, and ResNet are all improved, and after using SSO, 
each of these neural networks can achieved better performance. But The extent of increase varies, DesenNet with SSO 
had been improved the most obviously.

Keywords:  Cotton leaf disease, Few-shot learning, Support vector machine, Disease identification, Convolutional 
neural network

© The Author(s) 2021. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/. The Creative Commons Public Domain Dedication waiver (http://​creat​iveco​
mmons.​org/​publi​cdoma​in/​zero/1.​0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Open Access

Plant Methods

*Correspondence:  liangxihuizi@alu.cau.edu.cn
1 Institute of Intelligent Manufacturing, Suzhou Chien-Shiung Institute 
of Technology, Jiangsu, China
Full list of author information is available at the end of the article

http://orcid.org/0000-0002-3666-0727
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s13007-021-00813-7&domain=pdf


Page 2 of 11Liang ﻿Plant Methods          (2021) 17:114 

Background
China is a major producer and consumer of raw cotton. 
According to the China National Reserve Grain Manage-
ment Group, China’s cotton production in 2020 is about 
5.95 million ton [1]. Xinjiang is the main production area 
of cotton in China. With long sunshine hours and frost-
free period, especially suitable for the growth of cotton, 
with a unique geographical location, cotton production 
in Xinjiang in 2020 accounted for 87% of the national 
cotton production [2]. With the increasing area of cot-
ton in recent years, the crop layout is relatively single, 
cotton diseases and their control has become a big prob-
lem for the majority of cotton farmers. With an area of 
2501.93 thousand hectares under cotton cultivation, the 
cumulative area of pests and diseases for the year 2020 
is 1,459,900 hectares times, causing losses of up to 5.8%. 
Therefore, identifying the types of cotton leaf ’s diseases 
accurately and taking corresponding preventive measures 
in time are of great significance for reducing the loss of 
cotton yield, improving the quality of cotton and increas-
ing the income of cotton farmers.

In the past, the identification of cotton leaf ’s diseases 
mainly relies on farmers to conduct on-the-spot inves-
tigations and judge the categories of diseases based on 
experience [3]. Due to differences in the quality of indi-
vidual agricultural producers and the influence of some 
human factors, agricultural producers are unable to make 
quantitative analysis and judgements on cotton diseases 
in conjunction with the actual disease situation of the 
plants, and the diagnostic criteria for plant diseases are 
ambiguous, resulting in unreasonable disease control. 
Therefore, it is imperative to apply cotton pesticides 
effectively, rationally and accurately, and to research and 
apply mechanized precision variable application methods 
and technologies. The use of machine vision technology 
for disease identification is an important way to achieve 
this goal. Machine vision can be used not only to obtain 
information about cotton diseases quickly and accu-
rately, but also to make accurate spraying according to 
the severity of the disease and the area of cotton affected. 
This will save pesticides, increase efficiency, reduce costs, 
reduce reliance on labor, and greatly reduce pesticide 
pollution of the agroecological environment, which is 
very significant.

Now machine learning and image processing methods 
have been widely used for plant disease identification. 
Chaudhary et  al. classified multi-class groundnut dis-
eases by combining an improved random forest machine 
learning algorithm, an attribute evaluator method and 
an instance filter method [4]. Tetila et  al. compared the 
performance of different classifiers, including sequen-
tial minimal optimization (SMO), adaboost, deci-
sion trees, K-NN, random forest, and naive Bayes, for 

the identification of soybean foliar diseases [5]. Ehsan 
et  al. proposed a fuzzy logic classification algorithm to 
improve classification efficiency for healthy and dis-
ease infected strawberry leaves [6]. When these classi-
cal machine learning methods such as random forest, 
adaboost, decision trees and support vector machine are 
used to identify plant diseases, it is necessary to extract 
plant disease features which has a great influence on the 
identification accuracy. Since cotton infected by different 
diseases have minor difference in color and texture, the 
identification accuracy of cotton leaf ’s diseases is low by 
using classical machine learning methods.

Recently, convolutional neural networks in deep learn-
ing have become a major tool for solving image classifi-
cation, image recognition and semantic segmentation 
problems with their outstanding performance in the field 
of computer vision. If enough training samples are avail-
able, the identification accuracy of deep learning method 
is high. Zhang et al. proposed the improved GoogLeNet 
and Cifar10 models based on deep learning for the iden-
tification of maize leaf diseases. These two improved 
models were used to test 9 kinds of maize leaf images [7]. 
Ferentinos developed a deep learning method to perform 
plant disease detection and diagnosis. The training sam-
ples came from an open database of 87,848 leave images 
of healthy and diseased plants [8].

The application of deep learning methods to plant clas-
sification has performed extremely well, and its excellent 
generalisation performance has achieved an important 
position in solving large-scale plant leaf classification 
problems. However, the disadvantage of using deep learn-
ing methods needs sufficient supervised learning samples 
during the training phase [9], because in most cases we 
only have a small number of training samples of a certain 
object to be recognized [10–12]. The general deep learn-
ing convolutional neural network performs extremely 
poorly with a small number of learning training samples, 
because the network under-fits during the training learn-
ing process if there are not enough training samples [13].

To solve this problem, the concept of few-shot learn-
ing was proposed [14]. By learning quickly and accurately 
from a small number of samples, new samples can be 
compared and analysed in a metric-based way by making 
accurate judgements  [15]. In this paper, a deep learning 
classification network with a metric learning method was 
used, and a few-shot learning task was used to classifica-
tion of cotton diseases automatically, which determined 
the type of disease that a cotton suffers from by the color 
and texture of its leaves’ disease spots.

This paper presents a few-shot learning method for 
identification of cotton leaf ’s diseases by using deep 
learning networks, the method is evaluated by giving 
the experimental results. Support vector machine(SVM) 



Page 3 of 11Liang ﻿Plant Methods          (2021) 17:114 	

is used for the segmentation of disease spots on cotton 
leaf ’s disease images. A k-nearest neighbor (kNN) classi-
fier is used to classify leaves in the learned metric space. 
To solve the problem of classification accuracy degra-
dation due to few-shot sample training tasks, a spatial 
structure optimizer (SSO) acting on the training pro-
cess among different model, include Vgg, DesenNet, and 
ResNet, and S- DesneNet have the highest accuracy.

The structure and framework of convolutional neural 
network that can be used for the few-shot sample clas-
sification model in this paper. Besides that, the setting of 
relevant parameters and the detailed network structure 
configuration are analyzed according to the experimental 
environment. The remainder of this paper is organized 
as follows. Section “Background” is the general introduc-
tion. Section “Material and methods” describes materials 
and methods used for the strategy in detail, which nclud-
ding the segmentation and the classification of disease in 
cotton leaf. Section “Results and discussions” shows the 
results obtained by employing the proposed method, and 
the discussion of the effect among proposed method and 
other methods. Lastly, the conclusions are summarized 
in Section “Conclusions”.

Material and methods
Image acquisition and material
The cotton leaf ’s disease images used in this paper is 
taken in Xinjiang Agricultural Division 7 cotton, which 
located in 44°25′27.61″ N, 84°57′27.15″ E, 464  m above 
sea level, in an area with aridity and low rainfall. The 
annual sunshine hours of 2721–2818 h, and annual pre-
cipitation of 125.0–207.7  mm, and average wind speed 
of 1.5 m/s, belonging to a typical temperate continental 
climate. The main cotton stems at the seedling stage were 
about 45 cm high and the number of leaves was around 
13. Images were acquired using a Canon EOS 90D cam-
era, the height of the camera from the cotton leaf is 
30  mm, as shown in Fig.  1. In this paper, Anthracnose, 
Verticillium and Ascochyta spot were acquired using the 
camera having a resolution of 640 × 480 pixels, which are 
the common diseases of cotton fields. 50 pictures were 
selected for each of the three kinds of disease spots on 
cotton leaves, and a total number of 150 images were pre-
pared for this study. This method is not affected by ambi-
ent light and has strong generalization ability.

In our experiment, all the experiments were conducted 
on a laptop with an Intel Core i7-6700HQ processor 
(2.6 GHz) and an Nvidia Geforce GTX 1060 6 GB graph-
ics card. The laptop has 16 GB of memory. The training 
and testing work was implemented using the open-source 
software framework TensorFlow. The recommended 
parameters for the CNN were set as follows: the learning 
rate was set to 0.001, the dropout rate was set to 0.5, the 

training step length was set to 30,000, and the batch size 
was set to 8.

Segmentation of disease spots
Cotton leaf ’s disease images are usually taken in the field 
with complex background, which seriously interferes 
with the identification accuracy. In this paper, disease 
spots are segmented from cotton leaf ’s disease images to 
remove complex background. Threshold segmentation 
and Support vector machine (SVM) were both used and 
compared.

Determine the optimal segmentation threshold by 
iterative method. Select the median grayscale value of 
the grayscale map as the initial threshold [16–18]. The 
image is divided into two parts, the average gray value of 
the two parts before and after segmentation is calculated, 
and the median difference between the two average gray 
values is minimized as the goal. The segmentation effect 
is obtained by using the optimal threshold for image seg-
mentation [17, 19].

SVM is considered to be a classical binary classification 
algorithm [20–23]. The basic model of SVM is the clas-
sifier with the largest interval in the feature space, and 
the core of training SVM classifiers is interval maximi-
zation, so it is suitable for high-dimensional, high-noise, 
few-shot learning. Firstly, extract the features. 4-dimen-
sional color features and the 6-dimensional texture fea-
tures were extracted. The 4-dimensional color features 
include R, G, B three-channel pixel values, and red-red 
index (2R-G-B) value, and the 6-dimensional texture fea-
tures include grayscale co-occurrence matrix statistic for 
background and lesion regions measurement. Secondly, 
rained the SVM model. Take a 100 × 100 pixel block in 
the center of the each image and crop it, Cascade color 

Fig.1  Diagram of camera position
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features and texture features as spot features of dis-
eased cotton leaves, train SVM model, and obtain model 
parameters. Last, output category label. For the image of 
diseased cotton leaves to be identified, the color features 
and texture features in the sliding window are extracted, 
and the cascaded features are input into the trained SVM 
model to label the diseased cotton leaf images. Output 
label 1 for diseased areas, and output label 0 for non-dis-
eased background areas.

Diagram of these two different segmentation image 
effect of the disease spots are shown in Fig. 2. Compared 
to the threshold segmentation result only have he edge 
contour of the lesion, SVM segmentation in preserving 
not only the edge contour of the lesion, but also the color 
and texture of the lesion.

Classification of diseases
Images of diseased cotton leaves taken under natural 
scene conditions have complex backgrounds, which 
affect the accuracy of disease identification. For the seg-
mented cotton leaf images, the disease spots are retained 
and the morphological characteristics of the spots are 
further used to carry out disease identification by deep 
learning methods for cotton leaf disease identification.

Lable the desease leaves
Deep learning method is a popular target identification 
method at present, but it has over-fit problem in the case 
of small training set size. In recent years, researchers 
classify sample learning models into three types: Metric 
Based, Mode Based and Optimization Based [24]. For 
cotton leaves, the local characteristics of the differences 
between disease spots are very obvious and therefore the 
metric learning method is more effective compared to 
several other methods. In this paper, a parallel two-input 

model framework with a CNN feature extractor is used 
to build a metric network learning framework for small 
sample cases [25–28].

In this paper, In the input side model, we have chosen 
the triplet label inputs 

{
x+, x−, xlabel

}
 . Where when x+ 

and x− belong together, xlabel = 1, otherwise, where when 
x+ and x− belong to different classes, xlabel = 0.

The feature extractor part uses a convolutional neural 
network framework. It is assumed that all pixel points are 
distributed in the first quadrant of the coordinate axes in 
their respective channels. The positive half-axis and zero 
point of the X and Y axes, with initial pixel coordinates of 
(0,0), then its Euclidean distance is calculated by in Eq. 1.

A Comparison Loss Function was used to calculate the 
loss value of similarity. To facilitate the design of subse-
quent optimizers, a dimensional flag K to the formula 
was added, K = 0, 1, 2… In the absence of an optimizer K 
defaults to 0, i.e. it is not triggered, so the Loss Function 
is calculated by in Eq. 2.

where Ew is calculated by in Eq. 3.
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Fig. 2  The diagram of the segmentation image effect of the spots; a The original images, b The threshold segmentation results, c SVM 
segmentation results
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where Ew represents the two-parametric Euclidean dis-
tance between the feature vectors X1 and X2 of the two 
samples, N represents the dimensionality of the sample 
feature vectors; Y represents the matching labels of the 
two samples, Y = 1 means the samples belong to the same 
class, Y = 0 means the samples belong to different classes, 
m parameter represents the upper threshold limit.

When the calculated Euclidean distance value of the 
eigenvalue distance exceeds the upper limit, the Floss 
value is 0, which indicates that the gap between samples 
is too large, and vice versa.

KNN
Each time the input side of the model has been trained, 
a training image pair would input, which consists of two 
images from the same or different leaf subclasses. A par-
allel neural network feature extractor structure was used 
for training. The fully-connected layer was chosen to 
integrate the output of the feature extractor in the out-
put layer of the extractor, which facilitate the use of batch 
training in the later training to speed up the learning, and 
to facilitate the integration of the data under the same 
conditions [29, 30]. The structure is shown in Fig. 3.

A separate classifier was designed to classify the cotton 
leaf spots to be tested. In the framework of our model, 
the classification task is performed by the classification 
algorithm, which is selected according to the metric 
space.

The model used in the experiments approximates a 
two-dimensional metric space in the final plane, so we 
start with a planar search algorithm for the selection of 
classifiers.

The K-Nearest Neighbor (KNN) algorithm is one of the 
simplest and most effective classification algorithms in 
machine learning. The density and quality of the distribu-
tion of sample features in the metric space will determine 
the classification effect of the KNN algorithm, and hence 
the accuracy of the classified samples. This determines 
the accuracy of the classified samples [31].

The KNN algorithm in this study is determined by 
calculating the mean Euclidean distance value, and the 

classification task can be completed by comparing and 
analyzing the Euclidean distance between the samples 
to be tested and different kinds of supervised samples, as 
shown in Fig. 4.

Before making predictions, a supervised comparison 
sample is set in this paper. When the number of sam-
ples of the selected subclasses is greater than 10, at least 
30% of the samples are selected as supervised samples, 
which must belong to the same training set, and prefer-
ably samples with significant group representation can 
be selected empirically. When the sample E to be clas-
sified is extracted by the feature extractor of the model, 
the Euclidean distance function is computed. Then the 
Euclidean distance values between the sample to be clas-
sified and the other supervised samples can also be cal-
culated. The first five values that satisfy the condition 
and belong to the same class are the classes to which the 
samples to be classified belong, so that the classification 
of the leaves is achieved.

The selection and construction of the feature extractor 
is the focus of this study. Therefore, we combine existing 
excellent deep learning network frameworks for experi-
mental construction. In this paper, we use the same fully 
connected layer in the output port of the convolutional 
neural network, and the number of experiments is set to 
352, which can facilitate the cross-sectional comparison 
of different model characteristics.

The overall recognition process of the final model is 
shown in Fig. 5.

In the experimental phase, the training dataset and val-
idation dataset need to be set up reasonably according to 

Fig.3  Structure of Two-Way Parallel Network
Fig.4  KNN classification of the test samples; five labeled samples per 
class, dotted lines represent European distances
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the task scenario. The training datasets are constructed 
for different disease points, and the number of positive 
and negative samples in the three subsets of the training 
datasets are showed in Table 1.

The focus of this study is to solve the task of cotton leaf 
spot classification in small samples. In this study, 10 or 
15 categories are randomly selected for each spot in the 
dataset, and then a certain number of images are ran-
domly selected from these categories to form the train-
ing dataset, and 5, 10, 15, and 20 images are selected in 
5 increments to form different training datasets. In the 
experiments, 5, 10, 15, 20 images from each of the major 
categories of the dataset were selected as different train-
ing datasets in increments of 5. The images that are not 
selected from all the subcategories in a single test set will 
form the validation dataset, which will be used to evalu-
ate the performance of the algorithm later [32].

When the number of samples to be extracted for fea-
tures is insufficient, the convolutional neural network 
classifier can cause severe underfitting due to its own 
large number of parameters to be optimized. To solve 
this problem, this paper finds and builds a nonparamet-
ric optimization method in the framework of few-shot 
learning model.

The morphological similarity of leaf lesions will cause 
the model performance to degrade. For the four similar 

samples, if it is impossible to achieve this equal distri-
bution of the four more similar samples in the plane 
space, the four similar samples will converge to a posi-
tive quadrilateral in the plane, and the equilibrium can 
hardly remain, which is shown in Fig.  6a. In order to 
ensure that each sample has a stable structure in space 
and solve the problem that the sample data cannot be 
uniformly distributed in space, this paper introduces a 
spatial structure optimizer (SSO) for local optimization 
of the model, which is shown in Fig. 6b.

In the SSO, the distribution of these four samples in 
the four vertices of the positive tetrahedron can ensure 
the balance between the diagonal samples, whose dis-
tribution will form a relatively stable dynamic adjust-
ment state. Thus leading to the convergence of the 
model to the best case, avoiding the repeated oscilla-
tions that will occur in the change of the loss function, 
and improving the performance of the model.

The β-plane is independent of the α-plane. When 
sample D satisfies the SSO condition, the distance of 
sample D will be mapped to the β-plane. In the sub-
sequent training, only the distances between samples 
A, B and C associated with it will be trained. in the 
K-nearest neighbor classifier.

The spatial structure optimizer is introduced to 
the middle and later stages of training and is used to 
improve the recognition accuracy of the model. The 
trigger condition is given by Eq. 4.

where n denotes the minimum number of sample dis-
tances calculations to be met, f (d, a), f (d, b), and f (d, 
c) are the Euclidean distance functions between samples, 
and P is the Euclidean distance value that satisfies the 
trigger condition.

(4)
∑n

i=0
fi(d, a)

n
≈

∑n

i=0
fi(d, b)

n
≈

∑n

i=0
fi(d, c)

n
≤ P

Fig.5  Overall experimental procedure framework

Table 1  The number of positive samples and negative samples

Class Number of positive 
samples

Number of 
negative 
samples

Dataset A 215 306

Dataset B 186 174

Dataset C 203 192

Dataset D 195 178
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Each individual training sample in the experiment con-
sists of a pair of 2 images, and the loss function is shown 
in Eq. (5).

where Lloss is the loss function, and f is the label of the 
input pair, if the input images are from the same class, 
f = 1, otherwise, f = 0; fy is the European distance for the 
training pair.

For the created KNN classifier, a spatial structure opti-
mizer (SSO) is introduced to locally optimize the model, 
including Vgg, DesenNet and ResNet. Compared the 
effect of with and withour SSO.

Results and discussions
In our experiment, 40 images of each type of cotton 
diseases are selected. All 120 images are segmented to 
obtain disease spot images. 20 samples from each type 
of disease spot images are randomly selected as training 
samples, and the remaining 20 samples from each type 
are used as test samples.

Results for disease spot segmentation
Cotton leaf ’s disease images are usually taken in the field 
with complex background. Image pre-processing can 
effectively reduce the impact of background interference 
on image quality in the process of image acquisition. The 
specific benefits of image pre-processing include: (1) to 
reduce irrelevant information in the image, (2) to recover 
useful information and prevent information loss, (3) to 
make the information detectable and (4) to make the data 

(5)Lloss = −[f × log
(
fy
)
+
(
1 − y

)
× log

(
1 − fy

)

simpler so that the reliability of recognition and detection 
is improved and thus the image can be better understood.

Compared to threshold segmentation, under the same 
conditions, the threshold segmentation method and 
SVM segmentation method were compared, and the 
experimental results are shown in Fig. 7.

The results show that both threshold segmentation 
and SVM segmentation can segment the lesions. For 
the first and fourth pairs of images with obvious differ-
ences in foreground background, threshold segmenta-
tion was better, while for the second and third pairs of 
images with less differences in foreground background, 
the contours of some lesions were not segmented by 
threshold segmentation. And the SVM segmentation 
method segmented all diseased cotton leaf images well, 
and the lesions were segmented except for the segmen-
tation error of the interference part. However, the SVM 
segmented lesions retained not only the lesion traits but 
also the color and texture of the lesions, preserving more 
features for further classification. As can be seen in Fig. 8, 
the area and morphology of the different spots on cotton 
leaves, as well as the density of the spots, vary.

Results for cotton disease spots identification
For the created KNN classifier, we did two sets of experi-
ments, one without SSO and the other with SSO, and 
then the results of these two sets of experiments were 
compared.

In the first experiment, Vgg, DenseNet and ResNeXt 
were used directly. For a fair comparison, it is necessary 
to uniformly input images of the same size and to fine-
tune these networks, especially the number of layers in 
the network.

Fig.6  Principle of the tetrahedron structure. a Unstable sample space. b Sample Space with SSO



Page 8 of 11Liang ﻿Plant Methods          (2021) 17:114 

From the model test results, DenseNet has good resist-
ance to underfitting in the absence of data features. The 
experimental results are shown in Fig. 8. As we can see 
from the figure, all the methods improve the accuracy 
when the number of supervised samples increases, but 
the DenseNet method improves faster, because the gen-
eralization ability of the DenseNet structure is better, and 
the width of the structure makes it possible to extract 
more features when the number of samples increases. So 
taking DenseNet as an example, when n is 5, 10, 15 and 
20, the accuracy is 56.79%, 71.67%, 83.76% and 87.68%, 
respectively.

In second experiment, SSO was used in each neu-
ral network frameworks, and the new different network 
framworks called S-VGG, S-DenseNet and S-ResNet 
espactively.

The experimental results are shown in Fig.  9. The 
network with SSO is more accurate than the network 
without SSO structure, and S-DenseNet also obtain the 
best accuracy under different sample size conditions. 
Compared with other CNN frameworks, the adjusted 
S-DenseNet network can provide competitive results, 
and the results show that the S-DenseNet combina-
tion can achieve good accuracy when the training sam-
ple settings are appropriate. This finding is attributed to 

Fig. 7  Partial segmentation results of disease spots

Fig. 8  Overall accuracy (%) of each model under the different sample 
size without SSO

Fig. 9  Overall accuracy (%) of each model under the different sample 
size withSSO
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the advantages. This finding is attributed to the advan-
tages of the DenseNet structure. When the number of 
samples is insufficient, the deep network gradient disap-
pears seriously,and serious overfitting will occur. Tak-
ing S-DenseNet as an example, when n is 5, 10, 15 and 
20, the accuracy is 58.63%, 84.41%, 92.51% and 95.13%, 
respectively, and the average accuracy is improved by 
nearly 7.7% compared with DenseNet.

Figure 10 shows the variation in the loss curve with the 
SSO and without the SSO by b-spline curve. The average 
value of the 100 steps of loss training is calculated. As 
shown in the figure, the SSO loss curve converges faster 
and the descent process is smoother before the 15,000 
steps, and is more stable in the middle and late stages.

Because the accuracy of DenseNet is better than the 
other two networks regardless of whether SSO structure 
is used or not, DenseNet is chosen for further discussion 
in this paper.

Figure  11 shows the classification accuracy results 
of the kNN classifier on DenseNet and S-DenseNet. 
According to the histogram analysis, as the number of 
training steps increases, the network advantages of SSO 
training gradually emerge. After about 5  K steps, SSO 
training accuracy takes a clear advantage, and a high 
classification accuracy is maintained in the later stages. 
Experimentally, it is demonstrated that the classifica-
tion accuracy is improved by nearly 7.7% on average 
for different number of steps in the case of using this 
optimizer.

To more intuitively compare the difference between 
the measurement space formed by whether using the 
SSO or not. In this paper, the feature maps of the last 
layer of DenseNet of the model at the end of training 

Fig. 10  Overall accuracy (%) from the same test dataset

Fig. 11  Test dataset classification accuracy

Fig. 12  Test dataset classification accuracy with DenseNet

Fig. 13  Test dataset classification accuracy with S-DenseNet
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are extracted and downscaled to a two-dimensional 
plane using principal component analysis. The results 
are shown in Figs. 12 and 13.

Figure  12 is a metric space use DenseNet. It can be 
seen from the graph that the distribution distances 
between disease spots with higher similarity are close. 
Even the phenomenon of staggering distribution exists, 
which leads to a low fault tolerance rate in the process 
of kNN classification, which leads to a decline in the 
accuracy.

Figure 13 is a metric space formed using S-DenseNet. 
As the distribution of the metric space tends to be more 
reasonable, the distributions of the same kind of disease 
spots is more concentrated, and the fault-tolerance rate 
is higher in the process of kNN classification, the quality 
of the distribution of samples in flat space is significantly 
improved.

Conclusions
In this paper, a small-sample learning framework that 
can be used for the cotton leaf spot classification task is 
constructed based on a metric learning approach, which 
can be used in deep learning techniques. Before perform-
ing the classification, the disease spots of cotton leaves 
are extracted by SVM classification. Based on the main 
features of the classical convolutional neural network 
classifier to classify the disease spots, the structure and 
framework of S-DenseNet convolutional neural network 
is constructed in this paper to perform small-sample 
classification. Besides, the settings of relevant parameters 
and detailed network structure configuration are ana-
lyzed according to the experimental environment.

To solve the problem of classification accuracy degra-
dation due to small number of samples in small sample 
training tasks, a spatial structure optimizer (SSO) acting 
on the training process is proposed for this purpose.

The experimental results show that when the number 
of training samples is 20, the classification accuracy of 
this method is much more higher, and S-DesneNet have 
the highest accuracy. When n is 5, 10, 15 and 20, the 
accuracy is 58.63%, 84.41%,92.51% and 91.75%, respec-
tively, and the average accuracy is improved by nearly 
7.7% compared with DenseNet. Since the classification 
accuracy of DenseNet is the highest, compared to the 
other two networks, further analysis is carried out in this 
paper. Experimentally, it is demonstrated that the clas-
sification accuracy is improved by nearly 7.7% on aver-
age for different number of steps in the case of using this 
optimizer.

The next step is to find a better data generating method 
and a low shot learning method with strong generaliza-
tion performance, so as to improve the robustness and 

accuracy of cotton leaf ’s disease identification with few 
training samples.
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