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Abstract 

The number of seedlings is an important indicator that reflects the size of the wheat population during the seed-
ling stage. Researchers increasingly use deep learning to detect and count wheat seedlings from unmanned aerial 
vehicle (UAV) images. However, due to the small size and diverse postures of wheat seedlings, it can be challenging 
to estimate their numbers accurately during the seedling stage. In most related works in wheat seedling detection, 
they label the whole plant, often resulting in a higher proportion of soil background within the annotated bounding 
boxes. This imbalance between wheat seedlings and soil background in the annotated bounding boxes decreases 
the detection performance. This study proposes a wheat seedling detection method based on a local annotation 
instead of a global annotation. Moreover, the detection model is also improved by replacing convolutional and pool-
ing layers with the Space-to-depth Conv module and adding a micro-scale detection layer in the YOLOv5 head net-
work to better extract small-scale features in these small annotation boxes. The optimization of the detection model 
can reduce the number of error detections caused by leaf occlusion between wheat seedlings and the small size 
of wheat seedlings. The results show that the proposed method achieves a detection accuracy of 90.1%, outperform-
ing other state-of-the-art detection methods. The proposed method provides a reference for future wheat seedling 
detection and yield prediction.
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Introduction
Wheat is one of the major staple crops worldwide and 
plays an essential role in food security. The number of 
seedlings is a crucial indicator of the plant population 
during the seedling stage, affecting grain structure and 
wheat yield to some extent. Therefore, counting wheat 
seedlings has become important in wheat produc-
tion management [1, 2]. Traditional seedling counting 
methods rely on manual field surveys with low count-
ing efficiency [3]. With the rapid development of arti-
ficial intelligence technology, object detection methods 
based on deep learning have been applied to wheat 
seedling counting [4]. Deep learning automatically 
extracts low-level and high-level features from a large 
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number of image samples, showing better robustness 
and generalization capabilities. Existing studies have 
used CNN models to perform wheat seedling detec-
tion tasks [5, 6], including two-stage detection meth-
ods represented by the Faster-RCNN algorithm and 
one-stage detection methods represented by the YOLO 
algorithm [7]. In such studies, researchers often focus 
on the wheat detection model to improve performance 
by enhancing the model architecture and loss func-
tions [8, 9]. However, high-quality annotated data has 
always been crucial in constructing and applying object 
detection models [10–12]. In previous studies, annota-
tion patterns have been optimized by setting the anno-
tated regions’ size and adjusting the bounding boxes’ 
orientation to improve the acquisition of annotated 
data [13–15]. However, individual wheat seedlings are 
tiny and show significant image morphological vari-
ations. Direct annotation of the whole wheat plants 
results in less information reflecting the characteristics 
of the seedlings within the annotated bounding boxes. 
In addition, the interference of the soil background is 
significant, resulting in low detection efficiency of the 
model. Some researchers have proposed alternative 
annotations of key parts, such as leaf tips and local, 
instead of annotating the whole plant [15]. However, 
due to the mechanical or drill sowing for wheat, the 
seedlings have small local sizes and dense distributions 
during the seedling stage [16]. The small size and dense 
distribution of wheat seedlings increase the complex-
ity of manual annotation, which is compounded by the 
presence of significant non-wheat seedling portions 
of the soil background within the annotation boxes, 
thereby affecting the robustness of the model [17]. At 
the same time, current wheat seedling detection meth-
ods face challenges in accurately locating and clas-
sifying small-sized seedlings. They often suffer from 
confusion between wheat seedlings and the soil back-
ground, making them unsuitable for scenarios charac-
terized by densely distributed wheat seedlings [18, 19]. 
The combination of poor data annotation and deficien-
cies in the wheat seedling detection model has resulted 
in existing methods being unable to meet the require-
ments for real-time and accurate wheat seedling detec-
tion [16, 20].

This study proposes a small wheat seedling detec-
tion method based on local annotation and YOLOv5 
in unmanned aerial vehicle (UAV) images to solve the 
above problems. Instead of annotating the whole wheat 
seedling, which is called global annotation, local anno-
tation of the wheat seedling is used to optimize the 
annotation mode of the wheat seedling dataset. At the 
same time, the YOLOv5 is enhanced to improve its 

detection capability for small objects, thereby realizing 
wheat seedling detection based on local annotation.

Materials and methods
This study proposes an optimization method for wheat 
seedling detection by fusing local annotation mode and 
improved model structure. Firstly, the collected wheat 
seedling UAV images were segmented into standard-
sized patches. Then, three different sizes of annotation 
boxes were used to annotate the local regions of the 
wheat seedling in the images, and the dataset for wheat 
seedling detection was created. The standard YOLOv5 
was used as the baseline model, and it is enhanced by 
adding a micro-scale layer and incorporating the SPD-
Conv module (Fig.  1). These enhancements aim to 
strengthen the model’s ability to extract and exploit fine-
grained features, improve the model’s detection per-
formance, and achieve high-precision wheat seedling 
detection.

Construction of the wheat seedling datasets
The experiment was conducted at Zhujiaqiao Village, 
Baipu Town, Rugao City, Jiangsu Province (120°46’ E, 
32°16’ N) during the wheat seedling stage in 2021. A DJI™ 
MATRICE™ 210 drone with a DJI™ ZENMUSE™ X4S 
camera was used to capture RGB images of wheat seed-
lings at the seeding stage at 5 m high. Images were taken 
on the 30th day after sowing between 10:00 and 14:00. 
The drone flew at a constant speed of 2 m/s and stopped 
directly over the wheat seedlings to take pictures. The 
original image resolution was 5472 × 3648 pixels, and the 
images were segmented into 400 × 400-pixel patches to 
highlight the wheat seedling features and improve data 
processing efficiency. Data augmentation such as rotation 
(90°, 180°, 270°, and 360°), flipping, and brightness adjust-
ment were applied to increase the diversity of the dataset 
and improve the robustness of the model during train-
ing (Fig. 2). The dataset for the study was increased from 
1000 to 6000 images. These 6000 images were randomly 
shuffled and divided into training, validation, and testing 
sets in a ratio of 7:2:1. Furthermore, LabelImg [21] was 
used for image annotation.

Image annotation methods
This study used two annotation modes, global annota-
tion and local annotation (Fig. 3). The global annotation 
is based on the soil contact surface, and the whole two-
leaf length of the wheat seedling is taken as an annotation 
box. The local annotation is drawn with the soil contact 
surface as the base and the stem of the wheat seedling 
as the origin, covering approximately one-third of the 
length between the two leaves of the wheat seedling.
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To further explore the influence of different annota-
tion frame sizes on the model detection accuracy, we 
designed and categorized annotation boxes of different 
sizes. In addition, due to the tolerance of the human 
visual system to degradations in image resolution, the 
annotation boxes were divided into three categories: 
small size (0–1000 pixels), medium size (1000–1500 

pixels), and large size (greater than 1500 pixels) [22]. 
Furthermore, four different training strategies were 
constructed: using only the small-size annotated data-
sets, using the medium-size annotated datasets solely, 
using the large-size annotated datasets solely, and 
mixed datasets combining annotations of all sizes 
(Table 1, Fig. 3).

Fig. 1  Technical framework. The red solid box represents different annotation modes. The purple solid box represents the newly added micro-scale 
detection layer. The blue solid box represents the SPD-Conv

Fig. 2  Data augmentation a the original image, b the original image rotated by 90°, c the original image rotated by 180°, c the original image 
rotated by 270°, f horizontal rotation f vertical rotation, g and h brightness balance
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Improved wheat seedling detection model
Overview of YOLOv5
In this study, the YOLOv5 model was used as the base-
line model [23]. YOLOv5 is a high-performance, one-
stage, deep-learning object detection model that has 
been proven to be suitable for fusing modified modules 
[8, 14]. This study aims to explore the combination of 
wheat seedling features and annotation modes to con-
struct a wheat seedling detection network. It can be 
applied to various single-stage object detection mod-
els, including YOLO series methods. In this regard, 
YOLOv5 was selected as a representative algorithm. 
YOLOv5 consists of three modules: the backbone 

module (Backbone), the neck module (Neck), and the 
detection module (Head).

In the standard YOLOv5, Both Backbone and Neck 
modules contain Convolutional (Conv) modules used 
to perform basic convolutional operations [24, 25]. The 
Head module consists of three detection layers responsi-
ble for object class and location prediction at three scales: 
small, medium, and large [26]. The proposed method 
adds a micro-scale detection layer to the head module, 
and the Space-to-depth Conv (SPD) module is inte-
grated into both the backbone and neck modules. The 
introduction of SPD aims to fuse shallow spatial features 
with deep semantic features to obtain richer fine-grained 
feature information. The model is optimized by scaling 
the width and depth to retain all the discriminative fea-
ture information, resulting in an optimal wheat seedling 
detection model (Fig. 4).

Adding a micro‑scale detection layer
The standard YOLOv5 includes large-scale, medium-
scale, and small-scale detection layers that output feature 
maps with 1/32, 1/16, and 1/8 of the input image size, 
targeting large, medium, and small-sized objects [23]. 
However, due to the tiny size of the local annotation box 

Fig. 3  Wheat seedling images with different annotation modes: a local annotation, b global annotation, c small-size annotation, d medium-size 
annotation, e large-size annotation. Yellow boxes represent annotation

Table 1  Datasets of different annotation modes

Annotation pixels Number of 
images

Number of 
annotation 
boxes

Small 0–1000 5886 74970

Medium 1000–1500 3762 23058

Large 1500–3000 2226 9432

Muti-size 0–3000 6000 107460
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of the wheat seedling in the images, the detection layers 
limit the capability of YOLOv5 to accurately detect the 
local region of the wheat seedling. This study proposed 
a strategy to incorporate a micro-scale detection layer by 
downsampling the input image dimensions by four [27]. 
This layer is designed to extract shallow spatial details 
and fuse them with deep semantic features, resulting in 
feature maps that are suitable for detecting tiny wheat 
seedling detection. These feature maps are 1/4 of the size 
of the input image. Integrating the micro-scale detection 
layer makes the network perform well in wheat seedling 
detection with local annotation.

Adding space‑to‑depth module
The SPD module was introduced into the standard 
YOLOv5 to enhance detection performance [28]. The 
SPD module uses dilated convolutions with different dila-
tion rates to capture multiscale contextual information 

effectively [29]. Hence, the module can capture the wheat 
seedlings’ global and local features with dilated convo-
lutions. The SPD module takes the feature map as input 
and performs downsampling within the entire neural 
network (Fig. 5) [28]. It generates four sub-feature maps 
by applying dilated convolutions with different dilation 
rates. These sub-feature maps are spatially concatenated 
to expand the preserved channel dimension and cap-
ture more detailed information. This process enriches 
the learning of fine-grained features for small-sized and 
densely occluded wheat seedlings, improving the accu-
racy and robustness of the detection model.

Experiment and results
Experiment configuration and training strategy
The experiments were conducted on a workstation 
with an Intel® Xeon® processor, 4 NVIDIA® Titan 
V graphics processing units (12  GB memory), and 

Fig. 4  Improved YOLOv5 network architecture diagram. The red dashed box is the newly added micro-scale detection layer. The red solid line box 
is the SPD-Conv
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500  GB memory. The operating system used was 
Ubuntu 16.06. For neural networks, the hyperparam-
eters were manually adjusted based on model training 
results [30]. Since we focused on comparing differ-
ent models in this research, we have kept the hyper-
parameters constant. The hyperparameters would be 
maintained at similar values to maintain consistency 
among all models [31]. Considering the collected data-
set and the applied scene, YOLOv5n and YOLOv7-
tiny were selected as the benchmark for YOLOv5 [23] 
and YOLOv7 [32], respectively. YOLOv3 [33], SSD 
[34], RetinaNet [35], and Faster-RCNN [36] were also 
selected to perform the experiment for comparison, 
and the hyperparameters are listed in Table  2. The 
batch size and training epochs were set by the number 
of images, image resolution, and computer hardware 
[37]. The learning rate, weight decay and momentum 
were set by the changes in loss during the model train-
ing process [38].

Evaluation metrics
This study evaluated the model’s performance in detect-
ing the local region of wheat seedlings from detection 
speed and detection accuracy. The detection speed refers 
to the number of detected images per second (FPS) [39, 
40], and Precision(P), Recall(R), and Average Precision 
(AP) are used to evaluate the detection accuracy of the 
model:

According to the evaluation metrics for neural net-
work models, the detection results can be classified into 

(1)P =
TP

TP + FP

(2)R =
TP

TP + FN

(3)AP=

∫
1

0

P(R)dR

Fig. 5  The feature processing with SPD-Conv

Table 2  Hyperparameters settings

Model Batch size Epoch Learning rate Weight decay Momentum

YOLOv5 8 300 0.010 0.0005 0.9

YOLOv7 8 300 0.010 0.0005 0.9

YOLOv3 8 300 0.010 0.0005 0.9

SSD 8 300 0.008 0.0005 0.9

RetinaNet 8 300 0.012 0.0005 0.9

Faster-RCNN 8 300 0.009 0.0005 0.9
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four classes: True Positive (TP), False Positive (FP), True 
Negative (TN), and False Negative (FN). If the Intersec-
tion over Union (IoU) between the detection box and 
the annotation box of the wheat seedling is greater than 
0.5, it is considered a TP, indicating that the detection 
box correctly identifies the wheat seedling. If the IoU is 
less than 0.5, the box is marked as an FP, indicating that 
the detection box incorrectly identifies the background 
as a wheat seedling. If there is no corresponding detec-
tion box for a wheat seedling annotation box, it is labeled 
as an FN, indicating a missed detection of a wheat seed-
ling. In this study, TP represents the number of cor-
rectly detected wheat seedlings, while FP represents 
the number of incorrectly detected wheat seedlings. FN 

represents the number of wheat seedlings that the model 
did not detect. AP is the average precision value within 
the range of recall rates from 0 to 1 for detecting a given 
class. AP comprehensively evaluates the model’s preci-
sion and recall to assess detection accuracy. A higher AP 
indicates a higher detection accuracy of the model [41, 
42].

Results
The experimental results show that the proposed method 
achieves high accuracy in wheat seedling detection, and 
the annotation mode significantly influences the detec-
tion accuracy. The detection accuracy based on local 
annotation is 6.3% higher than that based on global anno-
tation (Table 3, Fig. 6). Moreover, different sizes of local 
annotation boxes lead to different detection accuracies 
(Fig.  7), with the highest accuracy observed for small-
sized annotation boxes. Fusing the proposed optimized 
detection model and small-sized local annotation mode 
is the most effective improvement, increasing AP by 3.7% 
and 13.5% compared to medium-sized and large-sized 
annotation boxes, respectively (Table  3). The optimized 
model outperforms YOLOv5, YOLOv7, and other object 
detection methods, significantly improving the accuracy 
of wheat seedling detection without significantly reduc-
ing the detection speed (Table  4, Fig.  6). The standard 
YOLOv5 achieves detection accuracy of 74.5%, 63.7%, 
and 30.2% for small-sized, medium-sized, and large-sized 
annotation datasets. In contrast, the optimized model 
achieves accuracies of 90.1%, 86.3%, and 76.5% for the 
respective datasets, representing improvements of 15.6, 

Table 3  Comparison of the detection accuracy between 
the original YOLOv5 and the proposed method on the wheat 
seedling dataset with different annotations

Annotation Training 
Datasets

Testing 
Datasets

Method AP

Local
annotation

Small size All-size YOLOv5
Proposed

74.5%
90.1%

Medium size All-size YOLOv5
Proposed

63.7%
86.3%

Large size All-size YOLOv5
Proposed

30.2%
76.5%

Muti-size All-size YOLOv5
Proposed

66.5%
84.6%

Global annota-
tion

All-size All-size YOLOv5 60.2%

Fig. 6  The proposed method and other state-of-the-art object detection results: a proposed, b YOLOv5, c YOLOv7, d YOLOv3, e SSD, f RetinaNet, g 
Faster-RCNN. Yellow boxes represent annotation, green boxes represent detection, and red boxes represent false detection



Page 8 of 13Wang et al. Plant Methods           (2024) 20:15 

22.6, and 46.3 percentage points compared to the stand-
ard YOLOv5.

Ablation experiment
Ablation experiments evaluated the proposed modules’ 
effectiveness, feasibility, and optimization effects, includ-
ing the micro-scale detection layer and the Space-to-
depth Conv. We also considered the effect of the dataset 
and the model’s hyperparameter settings, and the oper-
ating environment’s consistency was maintained. The 
results indicate that the proposed modules have a posi-
tive impact (Table 5). Among these, the datasets of local 
annotation mode have the most significant influence, 
leading to an 8% increase in AP. Combining the improve-
ments in the annotation mode and model structure, the 
AP reaches 90.1%. This finding highlights the importance 
of optimizing both the dataset annotation and the model 
architecture to achieve better performance in wheat 
seedling detection.

Discussion
The study suggests replacing the global annotation of 
wheat seedlings with local annotation mode, which 
further enhances the detection performance of the 
model. Wheat seedlings vary in size in the field. Accu-
rate detection of wheat seedlings is crucial for convo-
lutional neural networks. The local annotation mode 
can highlight wheat seedlings’ size characteristics and 
reduce manual annotation difficulty [43–45]. One-stage 
methods often have poor detection performance due 
to background class imbalance in densely distributed 
fields [19]. Wheat seedlings have complex and diverse 
shapes with severe overlapping. Huge annotation boxes 
can weaken the network’s performance [17, 46]. The 
proposed local annotation mode defines the boundary 
range of wheat seedlings accurately. This mode bal-
ances the proportion between wheat seedlings and the 
soil background in the image and removes a significant 
amount of irrelevant information within the annota-
tion boxes. It reduces the overlap between annotation 

Fig. 7  Precision and recall curves of wheat seedling detection: a the precision and recall curves of the proposed method and the standard YOLOv5 
with different annotation modes, b the precision and recall curves of the proposed method and other object detection networks

Table 4  Comparison between the proposed method and other 
state-of-the-art object detection networks

Method Image size AP FPS Params (M)

Proposed 400 × 400 90.1% 35 2.6

YOLOv5 400 × 400 66.5% 30 1.9

YOLOv7 400 × 400 61.3% 28 6.2

YOLOv3 400 × 400 63.0% 25 61.5

SSD 400 × 400 68.3% 19 24.4

RetinaNet 400 × 400 65.4% 15 93.8

Faster-RCNN 400 × 400 60.2% 17 98.8

Table 5  Ablation experiment results

Small size 
datasets

Micro-scale 
detection layer

Space-to-depth 
Conv

AP (%)

66.5

√ 74.5

√ 70.1

√ 72.3

√ √ 85.5

√ √ 86.6

√ √ 73.7

√ √ √ 90.1
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boxes and improves the detection performance effec-
tively. Replacing the global annotation mode with the 
local annotation mode for wheat seedlings significantly 
reduces the annotation area. Approximately 80% of the 
total number of annotation boxes range from 400 to 
1000 pixels in size (Fig. 8). Under different annotation 
modes, the ratio of wheat to soil background pixels is 
lower for the global annotation mode compared to the 
local annotation mode for wheat seedlings (Fig. 8). The 
number of wheat seedling pixels in the image is much 
smaller than the background, resulting in the detector 
training process without a desired accuracy [47]. In the 
local annotation mode of wheat seedling datasets, the 
detection accuracy of the small-sized annotation data-
sets is higher than that of the medium-sized and large-
sized annotation datasets (Table 3). These results show 
that smaller annotation boxes can increase the ratio of 

the pixels of wheat seedlings to the soil background. 
Therefore, the proposed local annotation mode can 
improve detection accuracy.

Adopting the local annotation for wheat seedlings 
detection proposes further requirements for the model 
construction [48–50] and requires a careful balance and 
improvement of the model architecture. Indeed, the 
architecture of the model and annotation mode both 
influence the accuracy of the model [45, 51, 52]. The 
combination of an appropriate model architecture and 
a suitable annotation mode plays a crucial role in the 
model’s overall performance. Existing wheat seedling 
detection methods based on deep learning rely on CNN 
modules for effective feature extraction. However, the 
receptive field of the CNN is limited by the size of the 
convolutional kernel and the depth of the network, which 
can result in a lack of specificity and generalizability [53, 

Fig. 8  The distribution of local annotation of wheat seedlings in UAV images: a size distribution of wheat seedling length and width, b the number 
distribution of different sizes of wheat seedlings, c the ratio between the pixels of seedlings and soil background in local annotation mode 
and global annotation mode
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Fig. 9  Detection results of the model without the SPD-Conv module (a) and with the SPD-Conv module (b). Yellow boxes represent annotation, 
and green boxes represent detection

Fig. 10  a small-size annotation boxes and detection boxes, b medium-size annotation boxes and detection boxes, c large-size annotation boxes 
and detection boxes, d multi-size annotation boxes and detection boxes. Yellow boxes represent annotation, and green boxes represent detection
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54]. Hence, the proposed method extracts more detailed 
information and effectively integrates multiscale fea-
tures to improve the detection performance of small-
sized wheat seedlings with the local annotation mode by 
applying the SPD-Conv module to YOLOv5, significantly 
improving the model’s detection performance. The SPD-
Conv module performs spatial dimension concatenation, 
expanding the preserved channel dimension to retain 
more detailed information. It improves the Neck and 
Backbone in feature extraction, effectively fusing feature 
information from multiple scales, and leads to better 
detection accuracy on wheat seedlings (Fig. 9).

In addition, this study improves feature extraction for 
shallow spatial details by incorporating a micro-scale 
detection layer [27]. The extracted features are then 
fused with deep semantic features to produce feature 
maps tailored for detecting small-sized wheat seedlings 
(Fig. 9). There is a detection imbalance for positive sam-
ples in the training process. The detection layer of the 
model shows varying quantities and qualities of positive 
samples in the output results for small, medium, and 
large-sized objects (Fig.  10). The detection rate of small 
annotation mode, medium annotation mode, large anno-
tation mode, and muti-size annotation mode reached 
94%, 15%, 2% and 92% respectively (Fig.  11). The num-
ber of positive samples for small-sized objects is higher 
than for medium-sized and large-sized objects, resulting 
in the highest detection rate and the lowest missed rate 
for small-sized wheat seedlings. The number of seedlings 
is a crucial indicator of the plant population during the 
seedling stage. False seedling detection would affect grain 
structure and cause wrong predictions of wheat yield [18, 

20]. The experimental results show that the model pro-
posed has a more robust feature extraction capability for 
small objects compared to the standard YOLOv5. The 
improved model outperforms other models and signifi-
cantly improves the global annotation accuracy for the 
images (Table 3).

In the field, wheat seedlings can be affected by weeds 
and other plants [55, 56]. These disturbances can be very 
similar to wheat seedlings, challenging the detection 
process and leading to error detection. This study inves-
tigated the impact of different-sized annotation boxes 
under the local annotation mode of wheat seedlings and 
refined the model structure to address the mentioned 
errors (Table 5). In future work, we plan to consider com-
plex field conditions such as environmental factors, light-
ing variations, and weed interference. We will expand the 
dataset to include a broader range of wheat seedlings in 
the farmland environment and develop a more robust 
wheat seedling detection method under various field 
conditions.

Conclusion
This study investigates the impact of annotation modes 
on the detection performance of the deep learning model 
for wheat seedlings and determines an optimized local 
annotation strategy. Moreover, we refined the YOLOv5 
structure to match the local annotation mode by adding 
a micro-scale detection layer and integrating the SPD-
Conv module. The results show that the fusion of local 
annotation mode and refined model structure can signifi-
cantly improve wheat seedling detection accuracy. The 
proposed method extends the applicability of the YOLO 
to wheat seedling detection under occlusion and overlap-
ping field conditions. It provides a highly informative and 
practical method for wheat seedling detection and solid 
references for future research and applications in this 
area.
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